Inter-facial relations:
Binocular geometry when eyes meet
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Abstract—Infants are sensitive to eye contact and face like stimuli from birth. We advance the novel hypothesis that the observed sensitivity of human neonates to eye contact may be mediated in part by sensor distribution. The arrangement of the observers eyes acts as a morphological template for eye-like feature pairs in the world, providing certain geometric constraints on stereo relations which may help to focus attention on eye-like stimuli. We give a brief proof-of-concept demonstration and discuss how this morphological mechanism could be exploited by humans and humanoid robots to facilitate the establishment and maintenance of eye contact. We advance three experimental hypotheses which would help to distinguish this mechanism from existing explanations.
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I. INTRODUCTION

Human infants are sensitive to eye contact [4] and face like stimuli [8] from birth. Currently favoured explanations are based on generic features of the visual system [6] in combination with a crude sub-cortical face template - the “CONSPEC” mechanism [12]. Here we suggest an additional, non-exclusive mechanism based on sensor distribution. We are exploring the role of sensor distribution in ongoing “perceptual crossing” [1] studies on the iCub robot (icub.org).

II. INTER-FACIAL RELATIONS

We make the following assumptions to simplify the explanatory process. These assumptions place powerful constraints on geometric relations between pairs of eyes. Although they do not hold in the real world, the mechanism is robust to deviation from the idealised case at the expense of increased computation and/or decreased reliability.

A. Simplifying assumptions

1: All human faces have the same inter-eye distance.
2: The gaze directions of left and right eyes are parallel.

B. The rectangle of mutual gaze

We consider first the “mutual gaze” case where the eyes are directly looking at each other (Figure 1a). Our assumptions imply that the points of the four eyes lie at the corner positions of a rectangle. The retinal locations of opposite eyes overlap at the retinal centre $R1L2$ in the stereo pairs. A mirror symmetry also maps $L1$ to $R2$. The existence of the overlap at the retinal centre plus the symmetry will thus be a useful indicator of meeting another pair of eyes in mutual gaze. These sensory events occur simply because the size and form of the subject’s sensory morphology matches that of the object’s.

C. Detecting the binocular overlap

The human eye, with its dark centre and white sclera, is particularly suited to centre-surround contrast detection [9] and the iCub robot shares this highly detectable facial feature. Centre surround (henceforth “CS”) connectivity is widely observable in the visual system. Simple salience calculation based on multi-scale centre-surround filters will tend to assign high monocular salience to eye stimuli. Thanks to the $R1L2$ overlap, monocular salience can amplified by combining the salience maps for each eye through summation or multiplication. See Figure 2 for an example. This may be sufficient to bias neonate orientation movements towards high CS contrast features at eye distance apart. As binocular visual circuitry develops, the overlap could be detected and tracked more precisely as a localised false match in disparity calculations. Poor vergence movement will disrupt the overlap mechanism. Good vergence recovers a different set of overlap relations.

D. Deviations from the perfectly overlapping case

Individual differences, postural variation and the noise of the real world mean that perfect zero-disparity overlaps are unlikely in practice. Individual differences in inter-eye distance will introduce spatial deviations which will usually be small and linearly proportional. Rotation could introduce large deviations. However, where head rotation is preceeded by mutual gaze, the overlap could be identified and then tracked to infer the rotation. This might help to explain the importance of initial eye contact in establishing social interactions such as joint attention [5]. In general, deviations from the idealised perfect overlap case will incur computational costs and/or reduced reliability proportional to the extent of the deviation.

E. The parallelogram of translation and the trapezoid of rotation

The overlap $R1L2$, though not its retinal location or size, is invariant to translations from the mutual gaze case given our assumptions. Inter-eye distance is assumed to be identical, and...
so the four eyes will lie at the corners of a parallelogram under any translation (Figure 1b). This preserves the parallel relation between $R1$ and $L2$ and hence also preserves the overlap. Translations in depth affect the retinal size of the overlapping features, while lateral translations affect the retinal location of the overlap.

Rotation of the head (1c) will cause deviations from perfect overlap which will depend on the amplitude of rotation. This is consistent with, and could partially explain, findings that detecting mutual gaze is more difficult under rotations. Of course a boundary exists where one eye goes out of view.

III. DEMONSTRATION

Figure 2 depicts a simple proof-of-concept demonstration of the mechanism. A monocular image of the iCub robot (2c, underlaid) is split into a pseudo-stereo pair. This is reasonable because left and right gaze are assumed to be parallel and the image has little relevant occlusion. We assume an inter-ocular distance of 130 pixels. This was chosen by hand based on the approximate distance separating the eyes of the iCub in the image. Though this may seem like a cheat, it is in fact precisely the role played by sensor distribution. A multi-scale CS filter is applied to the stereo images, producing two contrast based salience maps (2d,e). Thanks to the $R1$ to $L2$ approximate overlap, the pointwise product of 2d and 2e amplifies the salience of the overlapping eyes, whilst reducing that of other regions (2f). Note that any CS-salient features at eye distance apart will be amplified in this way.

IV. DISCUSSION

Stereo vision and embodiment constraints have been applied to face detection elsewhere [10],[2]. Disparity mismatch has been used to model other visual phenomena [7]. We are not aware of existing explication of the specific mechanism described here, though it is difficult to imagine that the proposal is entirely novel. It is worth noting that in 2D images depth is constant and inter-eye distance varies, but in 3D inter-eye distance is constant and depth varies, so the geometric relations are very different.

No pixelwise iteration of pattern kernels across the whole image, and no stimulus specific experience or information storage is required. The morphology of the lookers’ eyes embodies a rough description of the target eyes. Sensor distribution is enough to increase the focus of standard visual processing on eye-like stimuli. The computational trade off is the level of deviation from the zero disparity case one wishes to accommodate. Such deviations will be information rich, reflecting individual differences, translation and rotation according to well defined geometric principles. Direct eye contact provides the most powerful and easy to detect cue - near perfect overlap plus mirror symmetry. From here, changes can be tracked as they occur, providing useful information about mutual orientation with the interactor. This could help to explain the importance of initial eye contact in establishing a social interaction [5].

It is known that inversion greatly reduces sensitivity to faces [3]. This cannot be explained by visual sensor distribution alone. However, we can suggest an extension to address this. Prenatal haptic exploration of the face establishes the position of the mouth relative to the eyes. Visual detection of an eye-like feature pair triggers associative mechanisms which suggest the point in the image, relative to the eye-like features, where the mouth should be. The visual input from this part of the scene is copied to sensory and/or motor surfaces associated with the mouth, and tested for fit with previous experience. A good match suggests a mouth, and hence a face. This embodied, multi-modal style of perception may also help to explain neonatal imitation of facial gestures [11], a possibility.
we will investigate on the iCub robot.

We can propose three experimental hypotheses which would help to disentangle the role of binocular sensor distribution relative to existing (monocular) theories of neonate face preference.

H1 - Neonate face preference will decrease when the face stimulus used is larger and farther away, preserving monocular retinal image features but not binocular relations. So any behavioural change can be attributed to binocular mechanisms.

H2 - The disappearance and reappearance of neonatal face preference [8] will correlate with learning of vergence movement in individual infants.

H3 - Similar inter-eye distance will facilitate and improve social interaction experience between individuals of any age.
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